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Critical Reading of an Article about Therapy
 
 

Learning Objectives   
The main objective of this paper is to under-
stand the process of assessing the quality of a 
therapy article and how to apply its results to 
clinical practice. Specifically, the learners are 
expected to be able to: Assess the validity of a 
therapy paper; Determine the importance of the 
results of a valid therapy paper; and Determine 
how valid and important evidence from the 
therapy paper can be applied to patient care.
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Introduction

This paper provides a step-by-step process on how 
to appraise a therapy article. The process includes 
assessing the validity of a therapeutic article, determining 
its importance, and applying it to an individual patient. We 
shall focus on randomized controlled trial (RCT) since it 
is considered the main source of high quality evidence. 
The essential components of RCT, e.g., randomization, 
concealment, intention to treat, number needed to treat, 
and so on, are discussed to help physicians decide on 
an article’s strengths and weaknesses. One should keep 
in mind that the skills learned from appraising a therapy 
article will provide a basis for life-long learning and will 
help improve patient care.

Case Scenario

J. A., a 45 year old female patient visited a family medicine 
(FM) clinic to review her fasting blood sugar (FBS) results. 
The physician informed her that her FBS was 6.7 mmol/
L. He prescribed Metformin, which she could not tolerate 
due to dyspepsia. Therefore, he offered her Voglibose 
0.2 mg tablet three times daily. He assured her that it is 
a good medication, but J.A. was worried and asked for 
evidence.

Formulate an Answerable Question
Before looking for evidence, you should formulate an 
answerable question for the clinical situations you are 
faced with. A useful way of PICO can help as a global 
approach to the clinical question. The question should 
include the fundamental information about the patient, 
the intervention, the comparison, and the outcome. In the 
previous example given:
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P: A patient with impaired glucose intolerance
I: Voglibose tab 
C: Metformin /placebo
O: Diabetes/dyspepsia
So, we can ask in patients with impaired glucose 
tolerance: what is the effectiveness of voglibose compared 
to metformin in the prevention of diabetes and less 
dyspepsia?

Levels of Evidence for Therapy
RCT is considered as the most rigorous primary research 
and method of determining whether a cause-effect 
relationship exists between an intervention and outcome. 
Large RCT is one of the most reliable sources of evidence 
for assessment of intervention effects (see Figure 1).

Figure 1 shows the broad agreement on the relative 
strength of the principal types of research. RCTs rank 
above observational studies, while expert opinion and 
anecdotal experiences are ranked at the bottom.

A well designed and conducted RCT reduces the potential 
for bias and allows for comparison between intervention 
groups and control (no intervention) groups. It should 
provide two balanced groups. 

Why Control Group
The inclusion of a control group is an integral part of the 
methodology of RCT. It adds protection against multiple 
well-defined biases:

1. Self-remitting: Some diseases are self-remitting where 
patients will be cured within a few days despite being given 
no medication (e.g., seasonal influenza). If one group of 
patients with such disease is followed up and given a new 
medication, investigators will claim that the effect is due to 
the new drug.

2. Placebo effect: A placebo is an inert substance that 
has no inherent pharmacological activity. A placebo need 
not always be pharmacological. It could be procedural, 
for example, surgical placebo is a procedure where the 
patient is anaesthetized and superficial procedures (e.g., 
skin incision, burr hole) are performed without the actual 
surgery. Patients feel better even if something inactive 
(placebo) is given. One may argue, is this improvement due 
to the new drug or the placebo effect. The control group, 
when present, will have the same placebo effect, then 
any extra effect will be considered due to the new drug. 
American anesthetist Henry K. Beecher (1955) coined the 
term “placebo effect.” He reported that, on average, about 
a third of patients with a range of conditions improved 
when they were given placebos. This subsequently led to 
the development of placebo-controlled trials, whereby a 
new drug is said to have significant benefit only if it shows 
superiority over placebo.

3. Hawthorne effect: Individuals may change their 
behavior due to the attention they are receiving from 
researchers. The same concept as placebo effect but 
without any medication, just the feeling of being cared for 

Figure 1: The evidence pyramid
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has a positive effect and improvement. A subject’s 
behaviour may change due to their awareness that they 
are being studied, or because they are receiving additional 
attention. This is especially a concern when subjects are not 
blinded or when they participate in observational studies. 
Practical studies in real-world settings may be particularly 
vulnerable to Hawthorne effects on intervention outcomes. 
For example, a practical intervention study design aimed 
to improve the clinical management of skin and soft tissue 
infections. Authors specifically examined the potential for a 
Hawthorne Effect from the extra attention some clinicians 
received when completing follow-up case reviews.(7)

Critical Appraisal of therapy paper

The quality of clinical trials may be defined as the confidence 
in the design, conduct, report, and analysis that restrict 
bias in the comparison of interventions. Critical appraisal 
of therapy paper is achieved by answering 3 questions:

1.	 Are the results of the trial valid?
2.	 How large and precise are the treatment effect?
3.	 Will the results help me in caring for my patient?

Assesment of Internal Validity

This is a crucial step before starting to use the results of 
a study. To assess the validity means to ask if the findings 
are true and accurate. It implies that the study is designed 
well and rigorously conducted to reduce potential bias . 
One should actively look at the study methodology to 
assess what was planned and the results ensure that it 
was actually done. It is common to find a study described 
as being randomized and upon careful assessment, is 
found to have poor randomization process. The following 
RCT components have to be critically evaluated to ensure 
validity:

1.	 Randomization 
2.	 Concealed allocation 
3.	 Balanced groups
4.	 Blinding
5.	 Equal treatment
6.	 Compliance
7.	 Complete follow up
8.	 Intention to treat analysis

1. Randomization
The patient distribution (allocation) has two steps: the 
first step is generation of randomization list, which is 
most often performed by computer programs; and, the 
second step is execution of allocation by concealment. 
Randomization is a process by which each subject has 
50% chance to be distributed to the intervention or the 
control group. By randomization, the prognostic factors are 
distributed equally, which results in two balanced groups. 
The balance of distribution includes both the known (age, 
gender, co-morbidities) and the unknown prognostic 
factors (hereditary and genetic). Randomization protects 
against selection bias. 

2. Concealed allocation 
This means that neither the research team nor the patient 
should know to which group the next patient will be 
allocated to. If the next assignment is known, enrollment 
of certain patients may be prevented or delayed to ensure 
that they receive the treatment believed to be superior. 
Concealed allocation is based on the sequence generated 
randomization list. Adequate randomization requires 
that the allocation of the next patient be unpredictable. 
Therefore, randomization list must be kept and managed 
by somebody who is not part of the study (i.e., neither the 
research team nor the subject). This may be translated by 
one of two methods:

Remote telephone call can be made especially in multicenter 
trials. Enrolment of eligible subjects through a telephone 
call from the center that controls the randomization list will 
automatically get response and indicate the distribution 
arm (e.g., A or B).

A second method is by sequentially numbering sealed-
opaque envelopes with the distribution (e.g., A or B) on 
a small piece of paper inside it. But previous evidence 
demonstrated that envelopes may be trans-illuminated. 
However, it is still debatable whether sealed envelopes 
truly provide adequate allocation concealment. 

3. Balanced Groups
If the randomization process worked (that is, achieved 
comparable groups) the groups should be similar. The 
more similar the groups, the better it is. There may be 
some indication of whether differences between groups 
are statistically significant (i.e., p values). The Results 
should have a table of “Baseline Characteristics,” which 
compares the randomized groups on a number of variables 
that could affect the outcome (i.e., age, risk factors, etc.).

4. Blinding (Masking)
In RCT, the term “blinding” refers to keeping participants, 
health-care providers, data collectors, outcome assessors, 
and/or data analysts unaware of the assigned intervention. 
The purpose of blinding is to prevent bias associated with 
patients’ and investigators’ expectations.18 Blinding usually 
reduces outcome assessment bias, improves compliance, 
and reduces drop-out and co-intervention. Blinding also 
protects against performance bias (i.e., systematic 
differences in the care provided to the participants in the 
comparison groups other than the intervention under 
investigation). Ideally, to minimize bias, both the participant 
and the investigator are kept blind to (ignorant of) the 
random assignment. The definition of single-, double-, and 
triple-blinding varies. Investigators should implement the 
greatest level of blinding that is feasible. If possible, the 
following level of blinding should be achieved:

• The patient: to avoid placebo effect and contamination;
• Clinicians: to prevent co-intervention;
• Nurses: to prevent co-intervention;
• Data collectors: to prevent bias in data collection;
• Outcome assessors: to prevent detection bias;
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• Any other personnel who are dealing with patients and 
who are part of the research team (i.e., pharmacists, 
dietician, health educator, physiotherapist, etc).
If interventions are compared with no intervention, 
an identical placebo may be used. The compared 
interventions must be identical in taste, smell, appearance, 
and mode of administration.

5. Equal Treatment
Investigator should ensure that apart from the intervention 
the patients in the different groups should be treated 
the same in terms of additional treatments or tests. The 
results should include a section for the follow-up schedule 
and permit for additional treatments or contamination. 
Contamination occurs when either the intervention group 
or the control group receives part or all of the other group 
treatment. For example, in a trial of dietary change, people 
in the control group might learn about the experimental 
diet and adopt it themselves. Contamination may reduce 
the point estimate on the intervention. Two ways are used 
to reduce the effect of contamination: first, by increasing 
the sample size; and second, by cluster randomization 
where no interaction is allowed between intervention and 
control group (e.g., schools and PHCs randomization). 
Co-intervention implies additional Interventions other 
than the treatment or procedure defined per protocol 
under study that is applied differently to the treatment 
and control groups. Co-intervention is a serious problem 
when double blinding is absent or when the use of very 
effective non-study treatment is permitted. Example is the 
multiple sclerosis trial; the new drug may appear to be 
more effective at the end of the trial if patients allocated 
to the new drug received physiotherapy earlier and more 
intensively than patients allocated to placebo. 

6. Compliance
Usually, treatment efficacy is based on the compliant 
subjects. Non-compliance with treatment regimen is a 
common protocol violation in RCT. It compromises the 
desired rigor of the trial. Non-compliance can seriously 
decrease study power resulting in widely varying 
estimates of the sample size required for a study. Thus, 
non-compliance is a significant issue to be considered 
when appraising trials involving long-term therapies.

7. Follow-up
Dropout in RCT is common and threatens the validity of 
results, as completers may differ from people who drop 
out. Lost to follow up includes all patients whose status is 
not known at the end of the study, such as:

• Complete non follow-up - left study
• Incomplete follow up - missed some visits
• Data was not collected or missing
• Data was corrupted or not analyzed

Rubin, and Donald (1976), classified dropout as: 
a. Administrative: If patients withdraw from a study 
for a reason unrelated to their disease or treatment (for 
example, because they have moved overseas) their data 
are probably missing completely at random, because of 

no systematic differences between them and the patients 
who remained in the study. 
b. Clinical: If patients withdraw from the study for reasons 
related to their disease or treatment (e.g., progression or 
toxicity); their quality of life measures would have been 
worse than those of patients who remained in the study. 
Some authors considered loss to follow-up of 5% or 
lower, is usually of little concern; whereas, a loss of 20% 
or greater means that readers should be concerned about 
the possibility of bias. Losses between 5% and 20% may 
still be a source of bias. 
c. If investigators stop following patients who do not 
adhere to the study protocol, they will be unaware if those 
patients suffered the target outcome. Investigators often 
include patients lost to follow-up in the denominators in 
calculating estimates of effect. This approach assumes 
that none of those lost to follow-up suffered the target 
outcome. Making this unlikely assumption opens the door 
to a misleading presentation of study results. Alternative 
strategies are available that impute outcomes to those 
lost to follow up. Some of these strategies include:

i. Attempt to follow up all randomized participants: 
Following up participants who withdraw from randomized 
treatment can be difficult but is important because they may 
differ systematically from those who remain on treatment. 
A trial that does not attempt to follow participants after 
treatment withdrawal cannot claim to follow the intention 
to treat principle
ii. Perform plausible main analysis: The main analysis 
should be chosen to be valid under a plausible assumption 
about the missing data. For example, in a hypothetical 
trial, consider in 100 participants, 10 had dropped-out at 
6 months and the rest (90 participants) are followed at 
least to 12 months. The outcomes at 6 months are similar 
in those dropped out and the completers. In case the 
reason of drop-out of the 10 participants is administrative 
(not treatment or disease related), it’s logical to consider 
that the outcome rate remains similar in both groups at 
12 months. 
iii. Perform sensitivity analyses: For a bad outcome, 
apply the worst case scenario for lost to follow up at the 
intervention arm and best case scenario for lost-to-follow 
up at the control arm.

8. Intention to Treat Principle (ITT)
There is ongoing debate on which participants should 
be analyzed. Per protocol analysis (i.e., efficacy 
analysis, explanatory analysis, or analysis by treatment 
administered) describes the outcomes of the participants 
who adhered to the research protocol. Although 
investigators can use information from such an analysis 
to estimate the intervention’s efficacy in those who 
actually received it in the intended intensity or dose for 
the intended interval; this estimate is likely to be seriously 
flawed. The problem arises because the reasons for non-
adherence to the protocol may be related to prognosis. 
ITT analysis includes all randomized patients in the 
groups to which they were randomly assigned and 
their outcomes, regardless of their adherence with the 
entry criteria, regardless of the treatment they actually 
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received, and regardless of subsequent withdrawal from 
treatment or deviation from the protocol. In other words, 
ITT analysis includes every subject who is randomized 
according to randomized treatment assignment. It ignores 
non-compliance, protocol deviations, withdrawal, and 
anything that happens after randomization. 

Excluding non-compliant or deviators may overestimate 
the efficacy of intervention by ignoring the harm that 
resulted in non-compliance and deviation. ITT analysis 
reflects the practical clinical scenario because it admits 
non-compliance and protocol deviations. ITT analysis 
maintains prognostic balance generated from the original 
random treatment allocation. It gives an unbiased 
estimate of treatment effect. If non-compliant subjects 
and dropouts are excluded from the final analysis, it might 
create important prognostic differences among treatment 
groups. Moreover, subjects may be non-compliant or may 
drop out from the study due to their response to treatment. 
ITT analysis preserves the sample size because if non-
compliant subjects and dropouts are excluded from the 
final analysis, it might significantly reduce the sample size, 
leading to reduced statistical power. The drawback of ITT 
analysis is that, it is too cautious and more susceptible to 
type II error (cannot reject null hypothesis in the setting of 
effective treatment); and it is less likely to show a positive 
treatment effect. 

A full application of the ITT analysis is only possible when 
complete outcome data are available for all randomized 
subjects. In other words, ITT analysis cannot minimize 
bias introduced by loss to follow-up, that is, patients whose 
outcome status is unknown.

Assesment of Internal Validity

Most often, results are presented as dichotomous outcomes 
(yes or no outcomes that happen or don’t happen) and can 
include such outcomes as cancer recurrence, myocardial 
infarction, and death. Two types of measure effects are: 

1. How large was the treatment effect (magnitude)?
    - Relative effects (Relative Risk [RR] and Relative Risk  
      Reduction [RRR])
   - Absolute effects (Absolute Risk Reduction [ARR] and  
      number needed to treat [NNT])
2. How precise was the estimate of the treatment effects?  
    - 95% confidence interval (CI)

1. Relative Risk 
The relative risk (RR) tells us how many times more likely 
it is that an event will occur in the treatment group relative 
to the control group. An RR of 1 means that there is no 
difference between the two groups thus, the treatment 
had no effect. An RR<1 means that the treatment 
decreases the risk of the outcome. An RR>1 means that 
the treatment increased the risk of the outcome. RR is a 
ratio of probabilities. It compares the incidence or risk of 
an event among those with a specific exposure with those 
who were not exposed (e.g., myocardial infarctions in 
those who smoke cigarettes compared with those who do 
not). RR is based upon the incidence of an event given that 
we already know the study participants’ exposure status. 
It is only appropriate, therefore, to use RR for prospective 
cohort studies.

Consider this example of an RCT using Voglibose by 
Impaired Fasting Glucose patients to prevent progression 
to Type-2 diabetes mellitus. Subjects treated with 
voglibose had a significantly lower risk for progression to 
type-2 diabetes than those in placebo group (Table 1).
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Table 1: Voglibose 50/897 vs Placebo 106/881  

 
Table 1 shows the dataset of patients treated with either Voglibose or placebo. This example can be used to calculate the 
treatment effect (RR, RRR, ARR and NNT).

The risk (incidence) of diabetes among those treated with Voglibose may be calculated using the experimental event 
rate (EER) or Risk in the treatment group (Rt):
EER = 50 ÷ 897 = 0.0557

The risk (incidence) of diabetes among Control group is equal to control event rate (CER) or Risk in control group (Rc):
CER = 106 ÷ 881 = 0.1203

From these two risks, the RR is calculated as:
RR = EER ÷ CER = 0.0557 ÷ 0.1203 = 0.46

A RR of 0.46 means that the probability of voglibose users to develop type-2 diabetes is 0.46 times that of the controls. 
This is called also Risk Ratio and Risk Remaining. Risk Remaining indicates the risk occurrence in spite of using the 
intervention.

2. Relative Risk Reduction
The relative risk reduction (RRR) is a complement of RR and is probably the most commonly reported measure of 
treatment effects. It tells us the reduction in the rate of the outcome in the treatment group relative to that in the control 
group (Figure 2). 
 
Figure 2: Graphical depiction of the relationship between the RR and RRR

 
RRR = 1 - RR
RRR = 1 - 0.46 = 0.54 = 54%

The treatment reduced the risk of diabetes by 54% relative to that 
occurring in the control group.
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3. Absolute Risk Reduction
The absolute risk reduction (ARR) tells the absolute 
difference in the rates of events between the two groups 
and gives an indication of the baseline risk and treatment 
effect. An ARR of 0 means that there is no difference 
between the two groups thus, the treatment had no effect. 
It is calculated as the difference in the risk of the outcome in 
the control group compared to the risk of the outcome in the 
treatment group. This is also known as the risk difference:  

ARR = CER - EER
ARR = 12.03% - 5.57% = 6.46%

4. Number Needed to Treat
The number needed to treat (NNT) is the number of patients 
you need to treat to prevent one additional bad outcome 
(e.g., death, stroke, etc.). For example, if a drug has an 
NNT of 10, it means you have to treat 10 people with the 
drug to prevent one additional bad outcome. The duration 
of the treatment has to be incorporated in the assessment 
of the NNT. To calculate the NNT, you need to know the 
ARR since the NNT is the inverse of the ARR:

NNT = 1 ÷ ARR
NNT = 1 ÷ 6.46 = 16

Therefore, in this example, 16 subjects have to be treated 
with voglibose for an average of 4 years to prevent one 
case of type-2 diabetes.

RRR does not take into account the individuals’ risk of 
achieving the intended outcome without the intervention. 
Therefore, they do not give a true reflection of how much 
benefit the individual would derive from the intervention, 
as they cannot discriminate between small and large 
treatment effects. They usually tend to overemphasize 
the benefits of an intervention and, for this reason, drug 
companies and the popular media love RR measures! 
ARR measures overcome these drawbacks because they 
reflect the baseline risk and are better at discriminating 
between small and large treatment effects.

Using the data from Table 1, you will recall that we calculated 
the ARR as 6.46% and the relative risk reduction as 54%. 
Fifty four percent reductions in risk feels more impressive 
than 6.46%. 

Consider an example of disease with rare event rate (e.g., 
2 in 10,000). The proposed treatment reduced the event 
rate to 1 per 10,000:
The CER is 2/10,000=0.0002
The EER is 1/10,000 =0.0001
The relative risk is 0.0001/0.0002=0.5

The RRR at 50% is obvious that the 50% reduction may 
not be as important as it looks. On further analyzing the 
ARR 0.0002-0.0001=0.0001, has very tiny small benefit. 
How small the treatment effect is, it becomes even more 
obvious after calculating the NNT:
NNT = 1/AAR = 1/0.0001=10,000 

Thus, 10,000 patients must be treated to prevent one 
event.

Precision of the estimates of treatment effect

The true risk of the outcome in the population is not known 
and the best we can do is estimate the true risk based on 
the sample of patients in the trial. This estimate is called 
the point estimate. We can gauge how close this estimate 
is to the true value by looking at the confidence intervals 
(CI) for each estimate. If the CI is fairly narrow then we can 
be confident that our point estimate is a precise reflection 
of the population value. The CI also provides us with 
information about the statistical significance of the result. If 
the value corresponding to no effect falls outside the 95% 
confidence interval, then the result is statistically significant 
at the 0.05 level. If the confidence interval includes the 
value corresponding to no effect, then the results are not 
statistically significant.

Application of study results to my patient

One should consider focusing on issues related to 
intervention, patient, potential harm, and patient preference 
[IPPP]. The first issue to address is how confident you are 
that you can apply the results to a particular patient or 
patients in your practice. If the patient would have been 
enrolled in the study had he/she been eligible? Patient 
is eligible if he/she meets all the inclusion criteria, and 
does not violate any of the exclusion criteria. In this case, 
there is doubt that the results are applicable. If this is not 
the case, judgment is required. A better approach than 
rigidly applying the study’s inclusion and exclusion criteria 
is to ask whether there is some compelling reason why 
the results should be applied to the patient. A compelling 
reason usually would not be found, and most often you 
can generalize the results to your patient with confidence. 

If the article’s results are generalizable to your patient and 
its outcomes are important, the next question concerns 
whether the probable treatment benefits are worth the effort 
that you and your patient must put into the enterprise. For 
any RCT, safety issues have to be considered as secondary 
outcome. A fair balance must exist between the magnitude 
of benefit and potential harm. As discussed earlier, NNT 
can tell you the likelihood of benefit. Nevertheless, for each 
intervention we should also calculate the number needed 
to harm (NNH), i.e., the number of patients needed to 
treat before having serious harm. We might not hesitate to 
treat even as many as 400 patients to save one life if the 
treatment was cheap, easy to apply, compliant, and safe. 
In reality, however, treatments usually are expensive and 
they carry risks.

The patient is an integral part of the management. One 
of the most common sources of patient dissatisfaction is 
not feeling properly informed about (and involved in) their 
treatment. Shared decision-making, where patients are 
involved as active partners with the clinician in treatment 
decisions, can be recommended as an effective way to 
tackle this problem. Though unlikely, a patient may prefer 
to avoid taking treatment with clear benefit and small harm, 
merely due to cultural or religious reasons.
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Conclusion

On concluding this chapter, we hope that you are developing 
a sense of how to use evidence- based medicine module 
to appraise therapy article.(40, 41) Once you find an article 
relevant to the therapeutic issue, be sure to assess the 
quality of the evidence. If the quality of the evidence is 
poor, any subsequent inference (and the clinical decision it 
generates) will be weakened. If the quality of the evidence 
is adequate, determine the range within which the true 
treatment effect likely falls. 

Then, consider the extent to which the results are 
generalizable to the patient at hand, and whether the 
outcomes that have been measured are important. If the 
generalizability is in doubt or the importance of the outcomes 
questionable, support for a treatment recommendation will 
be weakened. Finally, by taking into account the patient’s 
risk of adverse events, assess the feasibility of the 
intervention. This involves a balance sheet looking at the 
probability of benefit; and the associated costs and risks. 
Different aspects of the balance sheet help to guide your 
treatment decision.
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